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Introduction

* What is Temporal Information retrieval?
* Why we need it?

* What is temporal data?
* From where temporal data can be extracted?



Characteristics of temporal data

* Well defined

* Assuming we know start point and end points relation between two
temporal data can be identified easily

* Easy to normalize

» Temporal data can be normalized with reference to specific semantics in
specified format.

* Easy to cluster
* Hierarchical clustering is possible using level(s) of granularity.



Grouping temporal information

e Date

 Exact Date
e Time

e ExactTime
 Duration

* Time period

* Set
e Recurrence of event(s).



Temporal Expressions

* Implicate

* Single or multiples values of this data can be mapped to single
* Explicit

 Date or time specified explicitly

* Relative
* Time information in context with other Implicate or explicit expression(s)



Recent research work

* Microblogging and real time search

* Temporal summaries
* Provide snippet based results

* Temporal queries
* Temporal constraint along with text query.



Case Study : Learning Recurrent Event
Queries forWeb Search



Problem

* Classifying queries as recurrent
(REQ) and non recurrent(NON-REQ)

e queries for event which occur at reqgular
time interval

* Re-ranking documents based on
temporal data
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Feature generation

* Extracting time

* Used Implicate, explicit and no timestamp queries
* Query log analysis
* Explicit query ratio

* Query reformation

* Click log analysis

* Search engine result set

* Time series analysis

* Recurrent event(s) term list



Machine learning approach for
Classification of queries

* Naive based method
* This treats all features are independent

* SVM
* Gradient boosted decision tree algorithm



ML evaluation




Re-ranking documents

* Page score is boosted if query is REQ

 Ranking function
* F(g,d) =R(q,d) + [e(d,,d )+k]erd @
Where R(qg,d) base scoring function
A& (q) is confidence score of REQ query
[e(d,,d )+k]e is difference between oldest page and newest page



Ranking evaluation

e Evaluation metrics :
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* Discounted cumulative gain s over Organic 7 over O
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* Where r(i) is relevance grade PN R

Of ith ra n ke d d O C U m e n t Table 5: RE(Q) learner improves search engine organic results. The numbers in the brackets are by Zhang's methods.

Direct comparison with Zhang’s method i1s valid only in the last line, using all queries. A sign “+" indicates statistical
significance (p-value<0.05)




My Interests

* Using machine learning approach to optimize index cache based
on temporal query analysis

* Plotting Document improvements on timeline



Future Work

* How to provide timeline?
* How to calculate lifespan of event?

* Detecting trending events
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